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Abstract: This study used the long short-term memory network (LSTM) model to predict the multi-source data of Tesla stock.
The data features include opening price, closing price, highest price, lowest price, trading volume, and financial indicators such as
the Sharpe ratio. By comparing the performance of models such as ARIMA, GARCH, GRU, XGBoost, and Prophet, the
experimental results show that LSTM performs best in prediction accuracy, especially in capturing the long-term trend of stock
prices and overall volatility. Although the model has a certain short-term prediction bias on the test set, it can accurately reflect
the trend of Tesla's stock price overall. The research results show that the introduction of multi-source data and financial
indicators can effectively improve the prediction performance of the model and provide new ideas for financial time series
prediction. In the future, the structure of the LSTM model can be further optimized, and more financial data features can be
introduced to improve the model's sensitivity to short-term market fluctuations and prediction accuracy.
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1. Introduction
In recent years, stock market prediction has become one of

the hot topics in financial research, attracting a large number of
scholars and investors due to its high risk and high return [1,2].
Traditional prediction methods are usually based on time series
models, such as ARIMA and GARCH, but these methods have
shown certain limitations when faced with the complex
nonlinear and high noise characteristics of the stock market.
The development of deep learning has brought new
perspectives to stock market prediction, especially the long
short-term memory network (LSTM), which has shown strong
capabilities in processing time series data. Through its special
gating structure, LSTM can effectively capture long-term
dependencies in the data, thereby adapting to the dynamic
changes of stock market data [3].

In order to further improve the accuracy of the prediction
model, this study introduces multi-source data for stock
prediction [4]. The prediction method of traditional single data
sources often cannot fully reflect the complexity of the stock
market, while multi-source data can provide the model with
richer market information. For example, in addition to the price
and volume data of stocks, financial indicators related to
market fluctuations, such as the volatility index (VIX), industry
index, etc. can also be combined. These multi-source data can

provide a more comprehensive perspective for the model,
thereby improving the accuracy and stability of the prediction
results [5].

In addition, this study introduces the Sharpe ratio as a feature
based on multi-source data [6]. The Sharpe ratio is an indicator
that measures the return on investment relative to risk. By
combining returns with volatility, the risk-return characteristics
of stocks can be better reflected. Incorporating the Sharpe ratio
as a feature into the LSTM model helps the model to more
accurately assess the potential returns and risks of stocks,
thereby improving the prediction effect. This method not only
focuses on the absolute value of returns but also pays more
attention to the stability of returns, providing investors with a
more robust basis for decision-making [7].

In terms of method, the LSTM model is used to process
these multi-source data and financial indicators, capturing the
inherent laws of time series data through its recursive structure
[8]. Compared with traditional methods, LSTM can not only
identify long-term and short-term patterns in data but also
extract deep features of data layer by layer through a multi-
layer structure. During the training process, we will use multi-
source data to input the model to give full play to the synergy
between different data features, thereby improving the model's
sensitivity to market fluctuations. The output of the model is



the prediction result of stock prices in the future period to assist
investors in making decisions.

In summary, by combining LSTM with multi-source data
and the Sharpe ratio, this study constructs a new stock
prediction framework. This framework can not only effectively
capture the dynamic characteristics of the stock market, but
also comprehensively consider the balance between returns and
risks, thereby providing investors with more scientific
investment advice. In the future, with the further enrichment of
financial data sources and the continuous optimization of deep
learning models, this multi-source data-driven LSTM model is
expected to be widely used in more financial fields, providing
strong support for intelligent prediction and risk management
in the financial market.

2. Related work
Recent advancements in deep learning have significantly

contributed to the field of financial market prediction,
addressing the challenges posed by traditional statistical
models in capturing nonlinearities and dynamic dependencies
in financial data. This study builds upon these advancements,
leveraging a Long Short-Term Memory (LSTM) framework
that integrates multi-source data and financial indicators for
enhanced stock price prediction and volatility analysis. The
following section reviews relevant research contributions that
have laid the foundation for this study’s methodology.

Deep learning models have demonstrated significant
potential in capturing complex temporal dependencies and
nonlinear relationships in financial time-series data. Wei et al.
[9] employed Transformer-based models to analyze financial
risks, emphasizing the critical role of integrating multi-source
data for improving prediction robustness and accuracy.
Transformers have shown exceptional performance in
managing large-scale and diverse datasets, underscoring the
importance of feature diversity in financial modeling. Similarly,
Xu et al. [10] applied gated recurrent units (GRU) to predict
liquidity coverage ratios, demonstrating the ability of recurrent
neural networks to process sequential data efficiently. Their
work provides a strong basis for the use of LSTM, a more
advanced recurrent architecture, in handling temporal
dependencies, as applied in this study.

The integration of multi-source data and advanced feature
engineering has become increasingly important in financial
modeling. Liu et al. [11] explored graph neural networks
(GNNs) for assessing SME credit risk, demonstrating how the
inclusion of diverse data types and network-based relationships
enhances predictive performance. Their findings align with this
study’s use of multi-source data, including stock price features
and financial indicators such as the Sharpe ratio, to provide a
comprehensive understanding of market dynamics. Gu et al.
[12] extended this approach by employing spatio-temporal
aggregation in fraud detection, highlighting the importance of
leveraging both spatial and temporal dimensions of data. By
incorporating features like trading volume and price
fluctuations, this study builds on these principles to capture
both short-term and long-term market trends effectively.

Hybrid modeling approaches, which combine traditional
statistical methods with deep learning techniques, have
emerged as a robust solution to address the complexity of
financial markets. A hybrid LSTM-GARCH framework is
introduced to predict financial market volatility [13],
leveraging the strengths of GARCH in modeling volatility
clustering and LSTM in capturing temporal dependencies. This
hybrid methodology aligns with this study’s aim to integrate
diverse data sources and modeling techniques to improve
predictive accuracy. The combination of statistical and deep
learning models has proven effective in addressing the inherent
noise and randomness in financial time-series data, an issue this
study seeks to mitigate through feature selection and model
design.

In addition to temporal modeling, advanced neural
architectures have been utilized to address complex financial
tasks such as fraud detection, anomaly detection, and risk
assessment. Dong et al. [14] integrated reinforcement learning
with GNNs to enhance fraud detection in dynamic financial
environments. Their work demonstrates the adaptability of
neural networks to handle evolving datasets, providing insights
into designing models that are robust to market fluctuations.
Wang et al. [15] explored anomaly detection and risk
assessment using deep neural networks, showing how these
models can identify patterns and risks in highly volatile
financial markets. These contributions underscore the
importance of designing prediction models capable of adapting
to unpredictable market conditions, a challenge addressed in
this study by incorporating the Sharpe ratio for better risk
assessment.

Capturing the interdependencies in financial systems is
critical for accurate market predictions. Zhang et al. [16]
proposed robust GNNs for stability analysis in dynamic
networks, illustrating the ability of graph-based approaches to
model interactions within financial systems. This is particularly
relevant for capturing volatility and interconnected market
behaviors, as demonstrated by a GNNs model to assess value-
at-risk [17]. These studies highlight the importance of
modeling relationships and dependencies in financial datasets,
which is reflected in this study’s use of multi-source data to
provide a richer and more interconnected representation of
stock market dynamics.

The reviewed works collectively highlight the importance of
integrating multi-source data, employing advanced neural
architectures, and leveraging hybrid modeling techniques in
financial prediction frameworks. These studies have
established a strong foundation for this research, demonstrating
the effectiveness of LSTM and other deep learning
architectures in modeling time-series data and capturing
complex financial market behaviors. By combining these
insights, this study enhances the LSTM framework with
comprehensive data integration and feature selection,
addressing gaps in both long-term trend prediction and short-
term market volatility analysis. This integrated approach offers
a more robust and adaptable framework for stock price
forecasting, contributing to the broader field of financial
market prediction and risk management.



3. Method
This study proposes an LSTM model based on multi-source

data for stock price prediction. The biggest feature of the
LSTM model is its gating mechanism, which can effectively
extract long-term and short-term dependency features in time
series. The specific structure of the model is shown in Figure 1.

Figure 1. LSTM Model Architecture

First, we integrate multi-source data of the stock market
(such as historical prices, trading volumes, volatility indexes,
and Sharpe ratios) as feature inputs to enhance the model's
sensitivity to market dynamics. For each moment of input data

tx , LSTM controls the flow of information through a series of
gating units to extract the potential features of the data layer by
layer.

The LSTM unit includes a forget gate, an input gate, and an
output gate. Each gate processes the input data in turn, allowing
the model to flexibly select which information to retain or
discard. Specifically, the role of the forget gate is to determine
how much historical information to forget at the current
moment. Its calculation formula is:

)],[( 1 fttft bxhWf  

Among them, tf represents the output of the forget gate,

fW and fb are the weight matrix and bias term respectively,

1th is the hidden state of the previous moment, tx is the
input of the current moment, and  is the activation function.
Through the forget gate, the model can adjust the ratio of long-
term and short-term memory to adapt to different market
fluctuations.

In the input gate, the model updates the candidate memory
unit at the current moment, calculated by the following formula:

)],[( 1 ittit bxhWi  

)],[tanh( 1 CttCt bxhWC  

Here, ti represents the activation value of the input gate,
which controls the degree of introduction of new information;

tC ' is the candidate memory at the current moment. Next, the

memory unit tC is updated by accumulating the output of the
forget gate and the input gate.

ttttt CiCfC '1  

This mechanism allows the model to retain historical
information while combining the current input data features to
gradually extract the law of stock price changes.

The output gate controls the output state th at the current
moment, and its calculation formula is:
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Among them, to represents the activation value of the
output gate, which is combined with the current memory
unit tC to generate the current hidden state th . The hidden
state is the final output, which represents the prediction of the
future at the current moment and serves as the input of the next
moment. After stacking multiple layers of LSTM structures,
the model can gradually dig deep into the complex patterns in
multi-source data and finally output the future stock price
forecast value.

In addition, the model input includes the Sharpe ratio feature
to quantify the balance between risk and return. Assuming the
return sequence is ],...,,[ 21 nrrrR  , the Sharpe ratio
calculation formula is as follows:
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Among them, ][RE represents the expected value of

return, fR is the risk-free rate of return, and R is the
standard deviation of return. Taking the Sharpe ratio as an
input feature allows the model to not only consider the absolute
change in price when predicting, but also weigh the volatility
of returns, thereby improving the robustness of the prediction.

Finally, during the training of the model, we use the mean
squared error (MSE) as the loss function to evaluate the
difference between the predicted value and the true value. The
loss function is defined as follows:
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Among them, T is the number of samples, ty ' is the stock

price predicted by the model, and ty is the true value. By
minimizing the MSE loss function, the model can continuously
adjust parameters to improve prediction accuracy.



4. Experiment
4.1 Datasets
This study uses Tesla's stock price data as an experimental

data set, which contains daily trading information of Tesla's
stock over a period of time. The main fields of the data set
include common financial indicators such as opening price,
closing price, highest price, lowest price, and trading volume,
which fully reflect the fluctuations of Tesla's stock price. These
data are obtained through public financial data platforms, and
after cleaning and sorting, the accuracy and consistency of the
data are guaranteed.

Tesla's stock price data has obvious time series
characteristics, showing certain volatility and trend. Especially
when Tesla announces major news or faces market changes,
the stock price will rise and fall significantly, which makes
prediction more challenging. In addition, since Tesla's stock
price is affected by many factors such as macroeconomics,
industry dynamics, and internal company decisions, this data
set is highly representative of capturing complex market
dynamics and is very suitable as a research object for time
series prediction models.

In the data preprocessing stage, we also calculated the daily
return and Sharpe ratio of Tesla's stock price as input features
of the model to help the model better understand the risk-return
characteristics of the market. These additional financial
indicators make the data set richer and can provide more
informative features for the model, thereby improving the
prediction effect.

4.2 Experimental setup
This experiment mainly includes three steps: data

preprocessing, model training, and evaluation. In data
preprocessing, we standardized Tesla's stock price data to
ensure that all features have the same scale and avoid
deviations in model training caused by differences in feature
values. In addition, based on the stock price data, we also
calculated financial indicators such as daily returns and Sharpe
ratio to enrich the data source of model input and enhance the
model's understanding of market volatility.

During the model training phase, we used the LSTM model
to capture the time series characteristics of Tesla's stock price.
The model input contains a variety of processing features, such
as opening price, closing price, highest price, lowest price,
trading volume, and Sharpe ratio, which help the model
analyze market trends and risks more comprehensively. The
dataset is divided into a training set and test set in a ratio of 8:2,
and the mean square error (MSE) is selected as the loss
function to narrow the gap between the model prediction value
and the actual stock price. During the training process, we
adjusted the hyperparameters such as learning rate and number
of iterations to ensure that the model can converge effectively.

In the model evaluation part, the prediction effect of the
model was verified using the test set. We evaluated the model’s
prediction accuracy for Tesla ’ s stock price by calculating
RMSE and MAE on the test set. These metrics help us fully

understand the performance of the model and ensure that it has
sufficient generalization ability in practical applications.

4.3 Experimental Results
In this experiment, we selected five commonly used time

series and financial data prediction models for comparison with
LSTM. The first is the ARIMA model, which is a classic linear
time series model suitable for data with a stationary trend. The
second is the GARCH model, which is widely used in financial
data analysis and handles volatility by capturing the conditional
heteroskedasticity of the data. The Prophet model was
developed by Facebook and can adapt to data with holiday and
cyclical components, and is suitable for long-term trend
prediction. GRU, as a simplified recursive neural network
structure, has lower computational complexity than LSTM.
Finally, XGBoost is a tree model based on gradient boosting
that can handle a large number of data features and excel in
feature importance.

These models have their own characteristics, providing a
multi-angle comparison for the experiment. Linear models such
as ARIMA and GARCH perform better on simple time series,
while deep learning models such as LSTM and GRU are better
at handling complex nonlinear relationships. In addition,
XGBoost has advantages in feature selection and prediction
accuracy, while the Prophet model is suitable for data with
obvious seasonality and cyclicality. By comparing with these
models, we can more comprehensively evaluate the
performance of the LSTM model under multi-source data and
financial indicators. The experimental results are shown in
Table 1.

Table 1. Experimental results
Model MAE RMSE
ARIMA 1.250 1.690
GARCH 1.135 1.580
GRU 1.020 1.440
XGBOOST 0.930 1.320
Prophet 0.880 1.270
LSTM(Ours) 0.780 1.150

The experimental results show that different models have
obvious differences in the performance of Tesla's stock price
prediction, from which we can observe that the LSTM model
has the best prediction accuracy. In terms of the two key
indicators in the table - mean absolute error (MAE) and root
mean square error (RMSE) - the LSTM model achieved the
lowest values   (MAE is 0.780, RMSE is 1.150), which
shows that the model can better capture the volatility
characteristics of Tesla's stock price and reduce prediction
errors when processing time series data. In contrast, the
traditional ARIMA model performs relatively poorly in these
two indicators, with MAE and RMSE of 1.250 and 1.690
respectively, which shows that the linear model has limited
effect when facing complex nonlinear stock data.

Further analysis shows that the performance of the GARCH
model has improved, and its MAE and RMSE have dropped to
1.135 and 1.580 respectively. This is mainly due to the
GARCH model's ability to handle conditional
heteroskedasticity (such as volatility), which gives it a certain
advantage in capturing the volatility characteristics of financial



data. However, since the GARCH model is still a linear model,
its prediction accuracy is still not as good as that of the deep
learning model when dealing with data with complex market
dynamics such as Tesla. Although GARCH is widely used in
volatility prediction in financial markets, its structure limits its
ability to model nonlinearities and long-term dependencies.

The performance of the GRU model is further improved,
with MAE reduced to 1.020 and RMSE reduced to 1.440. As a
recurrent neural network variant, GRU simplifies the structure
of LSTM through a gating mechanism and shows high
efficiency and accuracy in time series prediction. GRU can
capture nonlinear features and long-term dependencies in data,
but when dealing with complex data, due to its simple gating
structure, it fails to fully explore the details of Tesla's stock
price fluctuations, so it is slightly inferior to LSTM in this
experiment. In contrast, LSTM is more flexible in the design
of the gating mechanism, which enables it to perform better on
longer time series.

As non-recurrent neural network models, XGBoost and
Prophet also performed relatively well in this experiment.
XGBoost's MAE and RMSE are 0.930 and 1.320 respectively.
Thanks to its powerful feature selection and regression
capabilities, the model shows certain superiority on multi-
feature, multi-source data sets. The Prophet model follows
closely with a MAE of 0.880 and an RMSE of 1.270. It has
good adaptability to trends and seasonal components in time
series data, especially for periodic data. Although these two
models are close to LSTM in terms of prediction accuracy, they
lack the ability to capture subtle changes in time series,
resulting in their overall performance being slightly lower than
LSTM.

In general, the LSTM model performed best in this
experiment, indicating its advantages in time series prediction.
Its gated structure enables LSTM to flexibly handle long-term
and short-term dependencies in data, showing better fitting
effects and generalization capabilities in financial data
prediction. Compared with other models, LSTM's strong
adaptability and nonlinear feature capture capabilities in a
multi-source data environment enable it to obtain more
accurate prediction results when processing complex and
volatile data such as Tesla stock. This experimental result
provides strong support for the future use of LSTM for
financial data prediction. In particular, LSTM shows unique
advantages when combining multi-source data and financial
features.

Finally, we present the curves between the true value and the
predicted value on the test set and the training set, as shown in
Figures 2 and 3.

Figure 2. Comparison curve between the actual
value and predicted value of the training set

Figure 3. Comparison curve between the actual value and the
predicted value of the test set

Figures 2 and 3 show the comparison between the actual
value and the predicted value of the model on the training set
and the test set, respectively, where the horizontal axis is the
time step and the vertical axis is the stock price. As can be seen
from the figure, the model fits the training set almost perfectly,
indicating that the model captures the data characteristics of the
training set very well. Most of the predicted values closely
follow the changes in the actual values, especially in the
relatively stable parts and some areas with large fluctuations,
the model's prediction results are basically consistent with the
actual values. This close fit shows that the model performs very
well on the training set.

However, from the results of the test set, although the model
can predict the overall trend of the data well, there is a certain
deviation between the predicted value and the actual value in
some intervals with large fluctuations. Especially in the high-
frequency change area, the model's prediction results lag
slightly, indicating that the model is slightly insufficient in
dealing with more drastic short-term fluctuations. This may be
due to the fact that the pattern of the training set data is too
complex, resulting in a certain limitation on the generalization
ability of the model.

In the test set, although there are certain deviations, the
model can still accurately predict the overall trend of the stock
price, indicating that the model has a certain generalization
ability. For the prediction of stock data, this performance is still



relatively good, because the stock price itself has large
volatility and uncertainty. As can be seen from the figure, the
model has a good grasp of the overall trend and can basically
follow the main price fluctuations.

It should be noted that the curve is pulled up in some
positions, mainly because Tesla (TSLA) carried out a 5:1 stock
split on August 31, 2020, and a 3:1 stock split on August 25,
2020. Since this analysis uses the original price before the
stock split, it shows a more obvious price increase trend in
these periods. This choice is to maintain the consistency of the
data and facilitate the model to capture historical trends, but it
may also cause some prediction results to deviate from the
actual values during this period.

From the comparison between the training set and the test set,
the model may have the risk of overfitting on the training set,
because the fitting effect on the training set is very good, while
the performance on the test set is slightly insufficient. In the
future, the generalization ability of the model can be improved
by adjusting the model structure, so that it is more stable when
processing unknown data on the test set. Overall, these two
figures show the prediction effects of the model on the training
set and the test set, respectively, reflecting the advantages of
the model in capturing the overall trend of stock prices, but
there is still room for improvement in the accuracy of short-
term fluctuations. Combined with the differences between
training and testing results, the model can be further optimized
through parameter adjustment, regularization, etc., to improve
the robustness of the model while maintaining the prediction
effect.

5. Conclusion
This study uses the LSTM model to predict Tesla stock

multi-source data and combines it with financial indicators
such as Sharpe ratio to verify the effectiveness of the model in
capturing stock price fluctuation trends. Experimental results
show that LSTM performs relatively well on the training set
and test set and can better predict the general trend of stock
prices, indicating that it has significant advantages in
processing nonlinear time series data. Compared with
traditional models, LSTM is better at capturing long-term
dependencies, providing a robust foundation for stock
predictions.

Although the model performs well on the overall trend, the
model has certain lags and errors in short-term fluctuation
predictions on the test set, indicating that there is still room for
improvement in dealing with high-frequency fluctuations. This
situation may stem from the overfitting of the model on the
training set, as well as the impact of noise and randomness in
the stock market on the prediction accuracy of the model.
Therefore, future research can further improve the
generalization ability by optimizing the model structure and
introducing regularization methods, so as to maintain stable
prediction effects in different market environments.

Future development directions include the introduction of
more multi-source data and advanced financial indicators to
improve the model's sensitivity to market dynamics. In addition,
one can try to combine LSTM with other deep learning

techniques such as Transformer or convolutional neural
network to better capture short-term fluctuations in the market.
With the continuous advancement of data mining and deep
learning technology, intelligent prediction systems based on
multi-source data are expected to gain wider application in the
financial market and provide investors with more scientific
decision-making support.
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