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Abstract:Ultra-Wideband (UWB) technology, also known as pulse radio technology, provides highly accurate real-time 

tracking for indoor and outdoor environments, achieving centimeter- or millimeter-level precision. This paper analyzes normal 

and abnormal data using anchor point distance measurements to develop an accurate positioning model. The research is divided 

into five tasks: Task 1 preprocesses the data by exporting, cleaning, and filling missing values. Task 2 creates models for normal 

and abnormal data. Task 3 refines the model with updated anchor point coordinates. Task 4 uses an ensemble learning method 

to detect signal interference. Task 5 removes interference using the model from Task 4 and applies a Kalman filter to improve 

positioning accuracy. This method enhances UWB-based systems in dealing with data anomalies and interference. 

Keywords: Data processing, ensemble learning, Kalman filter processing, Least squares LS positioning algorithm. 
 

 

1. Introduction 

With the development of the city, the time people spend 

indoors for work and activities has gradually increased. For 

example: quickly find a destination in a large shopping mall 

or office building; real-time accurate positioning of the 

location of the elderly and children facilitates care and 

prevention of loss; positioning the specific locations of 

various departments, doctors and nurses in the hospital, 

improving work efficiency and reducing time wasted on the 

road; At airports, stations and other places with a large flow 

of people, the flow of people can be monitored more 

effectively, and work such as regulation and rescue can be 

carried out in a timely manner [1]. But compared to the empty 

outdoor environment, the indoor environment is much more 

complicated. The first is that the indoor space structure is 

more complex. Multipath effects, NLOS, and the flow of 

people all greatly increase the difficulty of indoor positioning; 

secondly, the occlusion of buildings, walls, and furniture 

greatly weakens the strength of the satellite signal arriving 

indoors, resulting in positioning. As a result, the error is 

relatively large, so the satellite positioning system is not 

suitable for indoor positioning. 

Existing indoor positioning can be divided into several 

categories due to the difference in positioning medium, 

mainly including infrared indoor positioning based on optics, 

indoor positioning in visible light; ultrasonic positioning 

based on sound waves; Bluetooth indoor positioning based on 

radio wave communication technology, radio frequency 

identification indoor Positioning etc. And Ultra Wide Band 

(UWB)echnology [2], as an emerging radio communication  

technology,  has  a  broad  space  for 

development, and is listed as one of the top ten 

communication technologies in the future. Aside from the 

traditional carrier modulation and demodulation method, 

UWB indoor positioning uses nanosecond-level narrow 

pulses to transmit signals. At the same time, UWB has better 

time resolution and strong anti-interference ability, especially 

its ability to resist multipath interference. 

In summary, UWB-based positioning technology has many 

advantages such as power consumption per unit time, strong 

noise resistance, high positioning accuracy, etc., which brings 

multiple advantages when applied to indoor positioning. 

Nowadays, the demand for indoor positioning is increasing. 

The more urgent, indoor positioning research based on UWB 

technology also has great development prospects and 

application value. 

To solve the problem of ultra-wideband (UWB) precise 

positioning under signal interference[3], using UWB 

positioning technology (TOF) to collect the distance between 

the 4 anchor points (anchor) and the target point (Tag), hope 

to use mathematical modeling (or algorithm) method, 

regardless of whether the signal interferes, Can give the 

precise positioning (3D coordinates) of the target (target 

point). In the experiment, the UWB data of Tag in 324 

different positions were collected in experiment scenario 1, 

under the signal interference-free and signal interference, that 

is, each position was tested (collected) twice, one signal had 

no interference, and the other signal had interference (There 

is shelter between the anchor point and the target point). 



 

 

 
Figure 1. Schematic diagram of the actual measurement 

environment 

2. Method 

2.1. Data Preprocessing 

First, import the xlwt library of python to remove the blank 

lines in the txt file and convert it into an excel file. The normal 

data and abnormal data are converted separately. The content 

of the converted file is shown in the following figure: 

Performing data analysis on the converted files, it can be 

found that the first row of data in each file is invalid data and 

needs to be removed. Then the overall analysis of the data, it 

is found that there are missing values in the data, and the 

missing values are filled. Since this topic is a classification 

prediction problem, as missing values cannot be simply filled 

by means or similar values, this article uses high-dimensional 

mapping methods to fill in, maps attributes to high- 

dimensional spaces, and uses one-hot coding (one-hot) 

technology. The attribute value including K discrete value 

ranges is expanded to K+1 attribute values. If the attribute 

value is missing, the K+1th attribute value after expansion is 

set to 1. After comparison, this approach is the most accurate 

approach. It retains all the information and does not add any 

additional information. It can completely retain all the 

information of the original data without considering missing 

values. The comparison of data before and after processing is 

shown in the figure below: 

 

 

Figure 2. Data display after conversion 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 3. Comparison before and after normal data processing 
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Figure 4. Comparison of abnormal data before and after processing 

2.2. Solve the Actual Position of the Tag 

Task 2 needs to establish a suitable mathematical model (or) 

algorithm based on the data cleaned in task 1 to solve the 

actual position of the tag[4]. The data processed by task 1 has 

been divided into normal data and abnormal data. We need to 

establish appropriate models to solve the position of the two 

kinds of data. 

For normal data, we only need to take out the mode value of 

the data to get the position information of the four observation 

points at the tag. For abnormal data, we must first eliminate 

interference from it, and then select the data that is tested to 

be normal before it can be further processed like normal data. 

For normal data, extract the distance value of the distance 

Tag measured by one observation point from the file, 

calculate the average value of all the distance values of the 

point, and calculate the measured value for each point in turn 

The average value of the distance value of Tag. Then, for each 

group of data, the difference between the measured distance 

and the average value of the 4 observation points is obtained 

in turn, and the 4 differences are summed, and the 10 points 

with the smallest sum of differences are selected as the 

distance values sent to the positioning algorithm. 

For abnormal data, because there is a ranging error caused 

by obstructions, first calculate the average value of each 

observation point similar to normal data, because the distance 

measurement error caused by obstructions will only make the 

distance measurement larger. The average value is compared, 

and the point where the difference is greater than the threshold 

value is regarded as an error and marked as abnormal. From 

the rest of the test, the difference between the measured 

distance and the average value of the 4 observation points is 

calculated for each group of data, and the 4 differences are 

summed, and the 10 points with the smallest sum of 

differences are selected as the input positioning The distance 

value of the algorithm. 

LS (Least Squares), also known as Least Squares, is an 

optimization technique. Take the positioning method based on 

the time difference of arrival as an example. The essence of 

this positioning method is the measured TODA value is made 

hyperbola and solved, the solved equation system is nonlinear 

[5], You can convert it to linear first, and then solve it. When 

the number of base stations of the TDOA positioning method 

is 4, suppose the coordinates of BSi are (xi, yi, zi), the 

coordinates of the target to be measured are (x, y, z), and the 

distance between the target to be measured and the base 

station is ri. 
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And: 

 

We can see: 
 

 

After sorting, the optimal estimated solution optimized by 

the least square method can be obtained. This optimization 

method has a small amount of calculation and is widely used. 

In order to improve positioning accuracy and increase the 

utilization of redundant positioning information, the LS 

positioning algorithm can be weighted, that is, WLS 

(Weighted Least Squares), that is, the weighted least squares 

method. The principle and process of WLS and LS 

positioning algorithms are basically the same, the difference 

is that WLS adds a weighting matrix. Let the weighting matrix 

be W, then the solution formula of the weighted least squares 

method can be sorted as: 

 

In order to evaluate and compare the positioning 

performance of different positioning methods and algorithms, 

we usually use some quantitative indicators, the most 

important of which is the positioning accuracy. The 

positioning accuracy reflects the degree of approximation 

between the measured value obtained by the positioning 

algorithm and the actual. Evaluation indicators include root 

mean square error (RMSE), mean square error (MSE), and so 

on. 

Mean Squared Error, Root Mean Square Error: Mean 

Squared Error (MSE) refers to the mathematical expectation 

of the square of the difference between the calculated value 

and the true value. It reflects the degree of change in the 

positioning difference. RMSE), also known as standard error, 

is the most commonly used standard to measure positioning 

accuracy. It reflects the deviation between the calculated 

value and the true value, and the value is equal to the 

arithmetic square root of the mean square error value. The 

expressions in the two- and three-dimensional cases of MSE 

and RMSE are as follows: 

In a two-dimensional plane: 

 

2.3. Determine Signal Interference 

After completing task three, it can be found that the model 

of task three was established under the condition that the 

signal interference is known, but under normal circumstances, 

when UWB collects data, the program itself does not know 

whether the signal is interference. Therefore, it is very 

important to design a scientific method to successfully 

determine whether the signal has interference. This is also the 

focus and difficulty of UWB positioning[6]. 

The measures taken in this paper are to use the processed 

data in task one to establish a mathematical model, and to 

train the model through the integrated learning method to 

determine whether the collected signals are interfering. 

In terms of model construction, the main method used is 

integrated learning. By analyzing the competition questions, 

it can be known that this question is to judge whether the 

signal has interference, so it should be attributed to the 

classification problem. Set the class feature to represent 

classification, class = 0 represents no interference, class = 1 

represents the signal is interfered and add this feature to the 

data set. 

The main approach is to first introduce algorithms such as 

logistic regression, support vector machines, K nearest 

neighbors, decision trees, random forests, integrated learning 

bagging, stochastic gradients, integrated learning Gradients, 

and XGB extreme gradient boosting trees, and use the 

updated data set for gridding Search to obtain the optimal 

hyperparameters, and use the new data set for cross-validation 

and training, calculate the AUC score from the training and 

validation results, combine the three models with the best 

score results for integrated learning and draw the ROC curve. 

The flow chart is as follows: 

 

Figure 5. Flowchart display of task four 

 

Logistic Regression (Logistic Regression) is used to deal 

with the regression problem of the dependent variable as a 

categorical variable. The common one is the binary or 

binomial distribution problem, and it can also handle the 

multi-category problem. The graph of the relationship 

between the probability and the independent variable of the 

two classification problem is often an S-shaped curve, as 

shown in the figure, it is realized by the Sigmoid function. 
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Figure 6. Sigmoid function implementation display 

 

Support vector machine SVM is an original (non-combined) 

classification algorithm with obvious intuitive geometric 

meaning and high accuracy. Generally speaking, it is a two- 

class classification model. Its basic model is defined as the 

linear classifier with the largest interval in the feature space. 

That is, the learning strategy of the support vector machine is 

to maximize the interval, which can finally be transformed 

into a convex quadratic Solving planning problems. The idea 

is to convert the problem into a convex optimization problem, 

which can be simplified by the Lagrange multiplier method, 

and then solved by the existing algorithm. In complex cases, 

linearity is inseparable. Use the mapping function to project 

samples into high-dimensional space to make them linearly 

separable. Use the kernel function to reduce the amount of 

high-dimensional calculations. 

k-nearest neighbor (k-NN) is a basic classification and 

regression method. When classifying, for a new instance, 

according to the category of the k closest training instances to 

it, through majority voting, etc. predict. For a given training 

set, when the k value, distance measurement and 

classification decision rules (collectively referred to as the 

three elements) are determined, the model based on the k- 

nearest neighbor method has been determined. Therefore, it 

actually uses the training set to divide the feature vector space 

and does not show the learning process. 

 

Figure 8. K-value selection 

 

The information gain in the decision tree is defined as 

follows: Given a sample set D, the entropy of the sample set 

D before division is certain, represented by H0; Use a certain 

feature A to divide the data set D, and calculate the entropy of 

the divided data subset, Expressed by H1, then: information 

gain = H0-H1, it can also be expressed as: g(D,A) = H(D)- 

H(D|A)=I(D,A). The limitation of information gain: the 

information gain is biased towards features with more values. 

Reason: When the value of the feature is large, it is easier to 

obtain a subset with higher purity according to the feature 

division, so the entropy after the division is lower, because the 

entropy before the division is constant, so the information 

gain is greater, so the information gain Features with more 

values are more biased. The algorithm that uses information 

gain as a selection index to generate a decision tree is called 

the ID3 algorithm. 

In XGB, in addition to the tree model, a linear model, such 

as linear regression, can also be used for integration. There is 

a loss function in the gradient boosting algorithm. Different 

from the fixed loss function writing in algorithms such as 

logistic regression and SVM, the loss function in the 

integrated algorithm is optional, and the loss function to be 

selected depends on the problem to be solved. Since this task 

is to perform classification prediction, you can choose error 

rate error or log loss log_loss. As long as the selected function 

is a differentiable function that can represent a certain loss, it 

can be the loss function in XGB. The objective function of 

XGB is written as: traditional loss function + model 

complexity: 
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Figure 9. ROC curve of decision tree model 

 

Perform preliminary training through the above models to 

obtain their respective hyperparameters, put all the most 

hyperparameter models together, call accuracy, F1-score and 

other functions to calculate the values of various indicators, 

and put each value into the DataFrame. The indicator values 

are shown in the figure below: 

 

 

 

2.4. Determine Signal Interference 

Figure 10. Display of various indicators 

interference data in the data, and imports the eliminated data 

into the positioning model of task two for positioning. At the 
The idea of the topic is to locate the motion trajectory. 

According to the requirements of the topic, the data that can 

be referred to are the positioning model of the static point and 

the motion law of the target point itself. At the same time, the 

data in Annex 5 has interference during the collection process, 

and it is necessary to eliminate the influence of abnormal data 

on the normal experimental results, and finally output the 

motion trajectory diagram. In this task, the title has clearly 

informed that random interference will occur, which means 

that there are both normal data and abnormal data in the 

timeline. Therefore, you can use the integrated learning model 

in task four to filter the interference data, and then use the task 

The second model constructs a positioning model based on 

interference data to determine its coordinates, and combines 

the coordinates of normal data to fit the final motion trajectory 

diagram. 

In terms of model establishment, this article first uses the 

integrated  learning  model  in  task  four  to  

eliminate 

same time, it adds interference recognition based on the static 

estimation algorithm. Kalman filter processing. 

Simply put, the Kalman filter is an "optical recursive data 

processing algorithm". The Kalman filter is the best, most 

efficient and even the most useful for solving most problems. 

The characteristics of the Kalman filter: (1) The object 

processed by the Kalman filter is a random signal; (2) The 

processed signal has no distinction between usefulness and 

interference. The purpose of filtering is to estimate all 

processed signals (different from Wiener filtering); (3) The 

white noise excitation and measurement noise of the system 

are not objects that need to be filtered out. Their statistical 

characteristics are the information that needs to be used in the 

estimation process; (different from the least squares method) 

(4) The algorithm is Inferred, and use the state space method 

to design the filter in the time domain, which is suitable for 

multi-dimensional random processes; (5) The estimated 

quantity can be either stationary or non-stationary; (6) In the 



 

estimation process, only need to consider The statistical 

characteristics of the process noise and measurement noise 

and the current state of the system. (It costs less computer 

computing resources) 

3. Experimental Results 

Perform preliminary training through the above models to 

obtain their respective hyperparameters, put all the most 

hyperparameter models together, call accuracy, F1-score and 

other functions to calculate the values of various indicators, 

and put each value into the DataFrame. The indicator values 

are shown in the figure below: 

 

 

Figure 11. Display of various indicators 

 

The base model is selected through the AUC value, and the 

visualized results of the AUC value are as follows, and LR, 

SVC, and XGB are selected as the base model through 

analysis. 

 

Figure 12. Visualization of AUC value 

 

Integrating the three base models of LR, SVC, and XGB as 

a model, the prediction results of the new model obtained 

through training are significantly higher than the individual 

prediction results of the previous models. 

 

Figure 13. Integrated learning prediction score 

Table 1: Integrated learning prediction results 
 

Signal Location 

Normal Signal 1 
Estimated location 

[1550,2576,1253] 

Interference signal 2 
Estimated location 

[2062,4453,1662] 

Normal Signal 3 
Estimated location 

[4108,2530,1476] 

Interference signal 4 
Estimated location 

[3273,3778,1350] 

Suspected 

interference5 

Estimated location 

[1432,2545,1009] 

Suspected 

interference6 

Estimated location 

[2050,4531,1688] 

Suspected 

interference7 

Estimated location 

[3273,3778,1350] 

Suspected 

interference8 

Estimated location 

[3368,3681,640] 

Normal Signal 9 
Estimated location 

[4177,2394,826] 

Normal Signal 10 
Estimated location 

[2453,1026,2223] 

 

According to the requirements of task five, the data that can 

be referred to are the positioning model of the static point and 

the motion law of the target point itself. At the same time, the 

data in Annex 5 has interference during the collection process, 

and it is necessary to eliminate the influence of abnormal data 

on the normal experimental results, and finally output the 



 

motion trajectory diagram. In this task, the title has clearly 

informed that random interference will occur, which means 

that there are both normal data and abnormal data in the 

timeline. Therefore, you can use the integrated learning model 

in task four to filter the interference data, and then use the task 

The second model constructs a positioning model based on 

interference data to determine its coordinates, and combines 

the coordinates of normal data to fit the final motion trajectory 

diagram. 

The so-called filtering is to extract the desired signal from 

the mixed signals. Signals can be divided into deterministic 

signals and random signals. Deterministic signals: can be 

expressed as a definite time function, and its magnitude (with 

a definite frequency spectrum) at any moment can be 

determined. Random signal: It cannot be described by a 

definite mathematical relationship, cannot predict any 

instantaneous value, and its change obeys the statistical law 

(the frequency is uncertain, and the power spectrum is 

determined). 

After the analysis of the algorithm, the trajectory of the 

movement, the distance measurement result, and the data 

analysis are output as pictures: 

 

Figure 14. Motion trajectory 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 15. Ranging results 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 16. Data analysis 

4. Conclusion 

This article first preprocesses the data, exports the file, 

deletes invalid data, and fills in the missing values; secondly, 

it is required to establish models for normal and abnormal 

data respectively, and select the 10 points with the smallest 

difference for the smallest improvement based on the TDOA 

algorithm. The two-fold LS positioning algorithm is used to 

locate the target; the LR, SVC, and XGB models are trained 

again through the integrated learning method to determine 

whether the collected signal is interference. Finally, the 

integrated learning model is used to eliminate the interference 

data in the data, and the eliminated data is imported into the 

positioning model of task two for positioning. At the same 

time, the Kalman filtering process based on interference 

recognition is added on the basis of the static estimation 

algorithm. Through experimental comparison and analysis, 

the accuracy of the algorithm proposed in this paper is 

verified, and the integrated learning model model is adopted 

to improve the accuracy and generalization ability. However, 

the time required for training is longer and the computational 

cost is higher. Therefore, reducing training time should be the 

focus of the next step. 
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