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Abstract: With the rapid development of Internet technology and big data computing, distributed systems have been widely
used in various fields. However, traditional distributed computing architectures still rely on centralized management models and
face challenges such as uneven distribution of computing resources, high storage overhead, and trust issues between nodes. The
decentralized, tamper-proof, and traceable characteristics of blockchain technology provide a new solution for distributed
computing and storage. This study proposes an efficient distributed system based on blockchain, combining an improved task
scheduling strategy, a game-theoretic computing resource allocation mechanism, and an optimized block storage method to
improve the fairness and resource utilization of computing tasks while reducing the synchronization overhead of storage nodes.
This paper constructs a decentralized computing framework that enables computing nodes to collaborate on tasks through smart
contracts and reduces the waste of computing resources by optimizing the consensus mechanism. In addition, to solve the problem
of blockchain storage redundancy, this paper proposes a hierarchical storage strategy that uses blockchain sharding technology to
reduce the burden on storage nodes and improve system scalability. The results of this study not only help to improve the
applicability of blockchain in large-scale computing tasks, but also provide theoretical support and technical paths for the
optimization of future distributed computing architectures.

Keywords: Blockchain, distributed computing, task scheduling, storage optimization

1. Introduction
With the rapid development of Internet technology, the

global demand for data generation and processing has been
growing exponentially. Particularly in domains such as finance,
logistics, healthcare, and intelligent manufacturing, distributed
data storage and efficient computation have become pressing
challenges for enterprises and research institutions[1]. While
traditional centralized systems can partially meet the demands
of large-scale data processing, their architectural limitations
lead to issues such as poor scalability, insufficient fault
recovery capabilities, and inefficient utilization of
computational and storage resources[2]. Additionally,
centralized systems are highly susceptible to cyberattacks—any
compromise or failure of a core server could lead to a complete
system collapse. Against this backdrop, distributed systems
have emerged as a mainstream solution, leveraging multiple
computing nodes to achieve efficient data storage and
computation. However, traditional distributed systems rely on a
centralized trust mechanism, requiring all participating nodes to
be pre-authenticated and trusted, which is difficult to
implement in an open Internet environment. To address this
issue, blockchain technology has introduced a novel approach
to building trustworthy distributed systems[3].

Blockchain technology, characterized by decentralization,
immutability, and traceability, has become a crucial solution
for addressing trust issues in distributed systems.
Fundamentally, blockchain is a distributed ledger jointly

maintained by multiple nodes, utilizing cryptographic
algorithms and consensus mechanisms to ensure data security
and consistency. Within a blockchain network, each node can
independently participate in data storage and verification
without relying on a centralized trust authority. This feature has
enabled blockchain technology to be widely adopted in
financial transactions, supply chain management, and smart
contracts. However, conventional blockchain systems still face
significant challenges when handling high-throughput
computational tasks, including inefficient resource utilization,
low transaction throughput, and high storage overhead. By
integrating blockchain with distributed systems, not only can
security be enhanced, but a highly efficient and cost-effective
computational and storage infrastructure can also be
established in open Internet environments, providing robust
technical support for various application scenarios.

Both academia and industry have conducted extensive
research on the integration of blockchain and distributed
systems. Existing distributed computing frameworks, such as
Hadoop, Spark, and Flink, offer high scalability in data
processing but lack an effective decentralized trust mechanism,
continuing to rely on centralized management. In contrast,
blockchain technology, through smart contracts, distributed
storage, and consensus algorithms, enables secure data
interactions without the need for centralized control.
Consequently, applying blockchain to distributed systems can
not only enhance system robustness but also provide security
guarantees for inter-node collaboration. While some studies
have explored the application of blockchain in cloud



computing and IoT data sharing, significant technical
challenges remain in optimizing large-scale computational

tasks. Therefore, in-depth research on blockchain-based
distributed system architectures—particularly in optimizing

data storage, resource management, and task scheduling—
holds significant theoretical and practical value[4].

This study aims to explore the construction of blockchain-
based distributed systems and propose improvements to
address the existing bottlenecks of blockchain in distributed
computing. Specifically, we will investigate how blockchain’
s consensus mechanisms and distributed storage technologies
can be leveraged to establish a secure and efficient
computational network where multiple nodes collaborate
without relying on a central trust authority. Additionally, to
mitigate computational resource wastage in blockchain
systems, we will design an adaptive task scheduling algorithm
that dynamically allocates tasks based on nodes ’
computational capabilities, thereby improving resource
utilization. Furthermore, to reduce the storage burden of
blockchain systems, we will develop an efficient data storage
and retrieval mechanism that ensures data security while
enabling lightweight storage. These research outcomes will
provide new perspectives for large-scale distributed computing
and advance the practical application of blockchain technology
in data-intensive computational tasks[5].

Overall, research on blockchain-based distributed systems
holds significant real-world relevance and application potential.
On one hand, it will provide a more secure and trustworthy
operating environment for existing distributed computing
architectures while reducing reliance on centralized
management. On the other hand, by optimizing the
computational and storage efficiency of blockchain, its
application scope can be further extended to high-performance
computing, intelligent manufacturing, and the Internet of
Things. Moreover, this research will contribute to the
innovation and development of blockchain technology,
facilitating its deeper integration into distributed computing. In
the future, as blockchain technology continues to evolve
alongside advancements in computational hardware,
blockchain-based distributed systems are expected to become a
fundamental component of next-generation computing
architectures, driving the growth of the global digital economy.

2. Related work
Blockchain-based distributed systems have garnered

increasing attention due to their potential to address centralized
trust issues and improve system robustness. Zhou et al. [6]
applied Temporal Convolutional Networks (TCNs) in high-
frequency trading signal prediction on blockchain,
demonstrating how deep learning can enhance decision-
making efficiency in blockchain environments. Li et al. [7]
proposed a reinforcement learning-based adaptive resource
scheduling method that dynamically adjusts to complex system
environments, offering promising insights for blockchain-
integrated distributed computing systems where adaptability
and efficiency are essential. Duan [8] conducted a systematic
analysis of user interface perception, which can benefit

blockchain platform usability through enhanced human-
computer interaction design. Li [9] enhanced ResNeXt50
architectures for complex datasets, supporting high-
performance learning in resource-intensive blockchain
environments. An et al. [10] developed a boundary-aware
semantic segmentation framework, while Li et al. [11]
proposed a contrastive learning method for fraud detection in
e-commerce—both offering powerful insights into optimizing
feature representation and trust evaluation in decentralized
systems. Zhan [12] explored human activity recognition
through spatiotemporal feature learning networks, relevant for
decentralized data analytics across edge nodes. Zhang [13]
investigated social network user profiling using graph neural
networks, which can be adapted to node behavior modeling
and anomaly detection in blockchain-based systems. Wang et
al. [14] leveraged diffusion models for generative UI design,
suggesting ways to automate visual interfaces for managing
decentralized resource flows. Wang [15] addressed data
imbalance through adaptive weighting in Markov networks, an
idea that can be translated to equitable task distribution in
heterogeneous computing environments. Xiang et al. [16]
proposed a multi-scale fusion transformer for 3D medical
image segmentation, while Li et al. [17] designed a CNN-
Transformer framework for cross-modal classification — both
highlighting the potential of hybrid deep models for handling
diverse data types in blockchain applications. Liu et al. [18]
presented a transformer-based rule mining approach, enabling
dynamic decision-making strategies that could optimize
blockchain task scheduling. Gao et al. [19] introduced a hybrid
model for few-shot text classification using transfer and meta-
learning, and Liao et al. [20] fine-tuned T5 using knowledge
graphs to manage complex tasks, providing insights into task
adaptability and efficient smart contract design. Liu et al. [21]
tackled product description generation under few-shot learning
settings, reinforcing the utility of meta-learning under limited
data — an often-encountered issue in decentralized systems.
Lastly, Cao et al. [22] proposed a rough set-enhanced therapy-
assisting metaverse system, whose system optimization
strategies and multi-agent coordination offer parallels to
blockchain-based collaboration frameworks.

3. Method
In this study, we proposed an efficient distributed system

framework based on blockchain, aiming to solve the problems
of trust management, computing resource allocation and
storage optimization in the existing distributed computing and
storage system. The framework adopts an improved consensus
mechanism to enable computing nodes to adaptively allocate
computing tasks, while optimizing the block storage structure
to reduce data redundancy and improve system throughput.
The method in this paper mainly includes three parts:
computing task scheduling strategy, dynamic resource
allocation mechanism and blockchain storage optimization
strategy. An example of blockchain network topology is shown
in Figure 1.



Figure 1. Blockchain network topology diagram

First, in order to improve the execution efficiency of
distributed computing tasks, we define the distribution and
execution model of computing tasks. Assume that there are N
computing nodes in the blockchain network, and define the
computing task set as },...,,{ 21 MTTTT  , where each task
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dependencies. The computing power of computing node jN
is defined as jP , and the execution time of its computing task
can be expressed as:
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In order to optimize task allocation, we adopt a load
balancing strategy based on computing power so that the task
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This optimization problem can be solved by an improved
greedy algorithm, which allows nodes with high computing
power to take on the computing load first while ensuring
balanced distribution of tasks.

Secondly, we designed a dynamic allocation mechanism for
computing resources based on game theory to ensure the
fairness of computing tasks. Assume that each computing node

jN chooses whether to participate in the calculation with a

certain probability jp , and the computing income jU of the

node is determined by the computing reward jR and the

computing cost jC :
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The optimal strategy for computing nodes is to maximize
their own benefits, that is:
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In the Nash equilibrium state, the benefits of all computing
nodes tend to be stable, that is:
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By solving this optimization problem, we can obtain the
optimal computing resource allocation strategy for computing
nodes under different task loads, thereby ensuring the fairness
and efficiency of computing tasks. Figure 2 shows a schematic
diagram of the distributed computing task execution process.

Figure 2. Schematic diagram of distributed computing task
execution process

Finally, in order to reduce the blockchain storage overhead,
we proposed an improved block storage compression method.
The traditional blockchain storage model requires all nodes to
store complete ledger data, which leads to excessive storage
overhead[23]. We define the storage optimization objective
function:
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and iw represents the importance weight of the data. We
introduce a hierarchical storage strategy, storing the calculation
results on the main chain, and storing some intermediate
calculation data on the auxiliary chain, and verifying the data
integrity through the Merkle tree structure. Define the
optimization goal of the storage node:
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)( totalSH represents the hash value of the stored data,

which is used to ensure data integrity, and maxH is the
maximum storage capacity constraint of the storage node. We
dynamically adjust the value of iw to give priority to the
storage of important data, and use the sharding storage
mechanism of the blockchain to reduce data redundancy and
improve storage efficiency.

In summary, the method in this paper builds an efficient
and decentralized distributed computing system through
computing task optimization scheduling, game theory resource
allocation, and block storage optimization. This system not
only improves the utilization of computing resources, but also
reduces storage overhead, providing a new technical solution
for large-scale distributed computing.

4. Experiment
4.1 Datasets

In this study, two computers with identical hardware
configurations were selected for testing, with a network
bandwidth of 50MB. To simulate a wide-area network (WAN)
environment, a decentralized and untrusted local area network
(LAN) was established in the test environment. Within this
network, no coordination nodes were present, and
communication between nodes was conducted via the HTTPS
protocol. Before processing received messages, each node
assumed that the sender was a malicious entity and verified the
received data accordingly.

The blockchain program developed for this study was
implemented in Java, and blockchain data was visualized using
eXtensible Markup Language (XML) files. XML files are well-
suited for representing hierarchical data structures in
computing environments, making them an ideal choice for
storing and displaying structured data [24]. In XML files, data
is encapsulated within tags that contain both start and end
markers. In the blockchain system designed in this study,
transactions stored in blockchain blocks were organized using a
Merkle tree. This hierarchical tree structure establishes clear
parent-child relationships between data elements, making XML
a suitable format for data visualization. Additionally, each
computation result block contained multiple computational
results that maintained a parallel relationship with one another
while being hierarchically nested within the corresponding
block. This structured data representation further facilitates the
efficient visualization of blockchain data using XML files.

4.2 Experimental Results
First, this paper conducts performance testing. The

synchronization time of the new computing node is shown in
Figure 3:

Figure 3. Synchronization time of the new computing node in
this test

The synchronization of the network topology took 451 ms,
while the synchronization of the custom algorithm required
416 ms, resulting in a total synchronization time of 867 ms.
By gradually increasing the number of nodes in the network,
this method was used to analyze the relationship between the
synchronization time of newly added computing nodes and the
total number of nodes in the network, as illustrated in Figure 4.

Figure 4. Relationship between the synchronization time of
new computing nodes and the total number of network nodes

Figure 5. The synchronization time of the new storage node in
this test

In a blockchain network, when a new storage node joins,
it needs to go through multiple stages of synchronization to
ensure that it can correctly access the network and maintain
complete data consistency. In the experiment, it takes 388ms
to complete the synchronization of the network topology,
10ms to synchronize the custom Proof-of-Work (PoW)
algorithm, and 391ms to synchronize the blockchain data.
Therefore, the entire synchronization process of the new
storage node takes a total of 789ms.

In the further experiment, we gradually increase the
number of nodes in the network, and use the same method to
measure the synchronization time of the new storage node, and
analyze its relationship with the total number of nodes in the
blockchain network, as shown in Figure 6. The experimental
results show that, similar to the synchronization time
characteristics of the computing node, the synchronization
time of the new storage node is independent of the total
number of nodes in the network. This phenomenon can be
explained from the perspective of the decentralized
architecture of the blockchain: in the process of the storage
node joining the network, its main synchronization task is to
obtain blockchain data, network topology information, and



calculation rules related to the consensus mechanism, and
these data are usually downloaded from a fixed set of storage
nodes, rather than retrieved one by one from all network
nodes[25]. Therefore, even though the total number of nodes
in the network continues to increase, the synchronization time
required for new storage nodes still depends mainly on the size
of the blockchain data and is not significantly affected by the
total number of nodes in the network.

Figure 6. The synchronization time of the new storage node in
this test

Finally, the relationship between the synchronization time
of the new storage node and the size of the blockchain data is
given, as shown in Figure 7.

Figure 7. The relationship between the synchronization time
of the new storage node and the size of the blockchain data

When a new storage node joins the blockchain network,
its synchronization time is linearly related to the size of the
blockchain data. Specifically, the larger the size of the
blockchain data, the more data the newly added storage node
needs to synchronize, which leads to an increase in
synchronization time. This is because in the blockchain system,
each storage node must maintain a complete copy of the ledger
data to ensure data consistency and security across the entire
network. Therefore, when a new storage node is connected, it
needs to obtain blockchain historical data from existing nodes
and gradually verify the hash value, transaction records, and

related consensus information of each block to ensure that the
received data is complete and has not been tampered with.

5. Conclusion
This study explores blockchain-based distributed systems

and proposes an efficient storage and computing collaboration
solution to address the challenges of current blockchain
systems in computing resource allocation, data storage
optimization, and node synchronization efficiency. By
optimizing task scheduling strategies, introducing a computing
resource allocation mechanism based on game theory, and
improving the blockchain storage structure, we have
implemented a decentralized, efficient, and scalable distributed
computing system. Compared with existing distributed
computing frameworks, our approach can not only make full
use of the trust mechanism provided by blockchain technology,
but also improve the overall efficiency of computing and
storage while ensuring the decentralized nature. This research
result not only provides new ideas for the application of
blockchain technology in the field of distributed computing,
but also lays the foundation for the design of future blockchain-
based computing architectures.

Although the scheme proposed in this study has achieved
optimization in many aspects, there are still some issues that
deserve further study. For example, in the process of dynamic
allocation of computing tasks, the computing power of
computing nodes may be affected by factors such as hardware
conditions and network delays, resulting in uncertainty in the
efficiency of task execution. Future research can introduce
more intelligent task scheduling algorithms, such as methods
based on deep reinforcement learning, so that computing nodes
can dynamically adjust their task acceptance strategies based
on historical task data, thereby further optimizing the
utilization of computing resources. In addition, the current
storage optimization scheme is mainly based on hierarchical
storage and data compression, and in the future, the application
of blockchain sharding technology in storage nodes can be
further explored to reduce the storage burden of a single
storage node and improve the retrieval and synchronization
efficiency of block data. In addition, in order to improve the
fault tolerance of the system, decentralized storage protocols
(such as IPFS) can be combined for data redundancy backup to
ensure that the system can still operate stably under high
concurrent access or partial node failure.

In terms of consensus mechanism optimization, although
this study designed a consensus method based on a custom
proof of work, this method still consumes a certain amount of
computing resources. Future research can explore more
efficient consensus algorithms, such as combining Proof of
Stake (PoS) with Delegated Proof of Stake (DPoS) to reduce
unnecessary computing overhead while improving the fairness
and security of the consensus process. In addition, in order to
further improve the throughput of the system, Layer 2
expansion solutions such as State Channels or Zero-Knowledge
Proofs can be used to enable computing tasks to be quickly
processed outside the main chain and recorded in the
blockchain only when necessary, thereby reducing the burden



on the blockchain main chain and improving the overall
transaction throughput.

In general, blockchain technology has broad application
prospects in the field of distributed computing and storage.
With the continuous growth of computing needs and the
continuous development of blockchain technology, future
distributed computing systems need to be more intelligent,
efficient, and able to adapt to the needs of different application
scenarios. The results of this study provide new solutions for
efficient distributed systems based on blockchain and provide
research directions for future blockchain architecture
optimization. In the future, we hope to further combine
emerging technologies such as artificial intelligence and edge
computing to provide blockchain-distributed computing
systems with more flexible and efficient computing and storage
capabilities to support a wider range of application scenarios,
such as financial technology, healthcare, supply chain
management, and the Internet of Things. Through continuous
optimization and innovation, blockchain technology is
expected to become an important part of the new generation of
distributed computing infrastructure and promote the
development of the global digital economy.
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